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Abstract
Wear particle analysis is one of the main indicators for the detection of wear condition. Traditional computer-aided wear 
particle analysis employs a unidirectional linear process, i.e. image preprocessing → wear particle segmentation → feature 
extraction → wear particle recognition → wear condition detection. It has disadvantages such as inaccurate segmentation 
of wear particles, numerous steps in the “artificial design feature method”, accumulation and transmission of errors, and 
difficulty in overall optimization of the algorithms. In this study, a framework from overall determination to a detailed 
recognition is proposed to realize intelligent ferrography analysis. Furthermore, a convolutional neural network (CNN) is 
developed to classify seven types of ferrograph images, which can be used to directly determine wear conditions includ-
ing initial wear, normal wear, abnormal wear, and severe wear. Compared with the traditional methods, the proposed CNN 
can automatically extract features layer by layer, yielding accurate end-to-end classification of the ferrograph images. The 
average accuracy of the CNN model on the test set is 90%. This research provides an effective solution for the automatic 
identification of wear conditions.

Keywords Wear particle analysis · Ferrography · Image classification · Convolutional neural network

1 Introduction

Wear debris generated from surface interaction is a relevant 
source of information on wear conditions and wear mech-
anisms. The commonly used techniques for wear particle 
analysis include ferrography, spectroscopy, and particle 
counting. Among these techniques, ferrography can be used 
to analyse the size, shape, colour, and texture of wear parti-
cles, which is beneficial for the detection of wear conditions.

Since the 1990s, ferrography has been developing towards 
automation [1–7] owing to the development of computer 
image processing. As shown in Fig. 1, the natural logical 
process to construct an automatic ferrography system is 
linear, including the following steps: image preprocess-
ing →wear particle segmentation →feature extraction →wear 

particle recognition →wear condition detection. Various 
image processing techniques, such as image segmentation 
[8–11], feature extraction [12, 13], and classification meth-
ods [14–19], have been applied to wear particle analysis.

Although ferrography has achieved tremendous progress 
in automation, the following difficulties and challenges still 
exist:

• So far, no general or optimal algorithm has been devel-
oped to accurately segment deposited chains and blurred 
and overlapping wear particles.

• Feature parameters and recognition rules need to be 
designed and selected manually, as part of the “artifi-
cial design feature method”. Some important feature 
parameters may be ignored, and some information may 
be redundant as well.

• Numerous steps in the linear flow may lead to accumula-
tion and transmission of errors and a difficulty in overall 
optimization of the algorithm.

It is believed that “the human brain is the only known well-
functioning visual system processing software”. When an 
experienced analyst observes a ferrograph image, the wear 
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condition can be identified or roughly “felt” simply by a 
glance. Subsequently, further observation is required to 
analyse whether or not large abnormal wear particles are 
present in the image. Further, the occurrence of scratches or 
pits on the particles needs to be determined. Moreover, the 
domination of serious sliding or fatigue wear in the image 
must be identified.

Hence, can we use reverse thinking once? Initially, 
images are classified to determine the wear conditions, and 
then, the “salient” or “sensitive” wear particles are iden-
tified, if necessary. Specifically, the process of automatic 
analysis of the wear condition is performed from the overall 
observations to achieve a detailed recognition.

The development of deep learning (DL) has provided the 
support to realize the above concept. In 2006, Hinton [20] 
proposed DL. A convolutional neural network (CNN) is one 
of the most well-known algorithms in DL; using images, it 

performs classification tasks directly. A CNN is composed 
of an end-to-end process, i.e. from the original image to the 
classification results; there are no intermediate steps, which 
is an important advantage compared to the previous linear 
classification methods.

CNN models such as AlexNet [21], GoogleNet [22], and 
SENet [23] have been proposed for image classification. 
These models need to be trained on large public datasets, 
such as ImageNet or MS COCO. Recently, Peng [24] used 
a CNN model to identify fatigue, oxide, and spherical parti-
cles, which provided a reference for the automatic analysis 
of the wear particles.

This study presents a new CNN model for the classifica-
tion of ferrograph images which can be used for direct detec-
tion of the wear condition. Figure 2 shows the proposed pro-
cess of the intelligent ferrography system. In this system, the 
CNN model can realize the classification of light, normal, 
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abnormal, and severe wear. For the images of abnormal and 
severe wear, a further identification CNN is performed for 
multi-object recognition to identify abnormal wear particles 
such as severe sliding, spherical, fatigue, and cutting wear 
particles. This study mainly introduces the construction of 
a CNN model for the classification of ferrograph images.

2  Proposed CNN for the classification 
of ferrograph images

Until now, no rules have been formulated to be followed for 
architecture construction and parameter settings of a CNN 
model, and the internal mechanisms of a CNN model such 
as self-learning and transmission of features are still unclear. 
Hence, while constructing the CNN for wear particle image 
classification, we adopt the strategies discussed in the fol-
lowing section.

2.1  Construction strategy of the CNN model

• Reduce the network depth

Generally, a CNN model with a deeper network has fea-
tures with a strong learning ability. In this study, the fer-
rograph images were classified into seven categories based 
on the different wear conditions. Therefore, choosing the 
appropriate depth was of tremendous importance to reduce 
the network size and image processing time, thereby improv-
ing the processing efficiency.

• Reduce the size of convolutional kernels

A large convolution kernel is associated with good local 
feature extraction and high learning ability of the model. 

However, owing to the complexity of the calculation, numer-
ous training parameters are needed, and overfitting is prone 
to occur. Thus, using small convolution kernels is conducive 
to reduce the size of a CNN model.

• Reduce the number of input and output channels

For a convolution layer with a convolution kernel size of 
K × K, the number of parameters of the current convolution 
layer can be calculated without considering bias.

where I is the number of input channels and O is the number 
of output channels, and more channels imply more feature 
maps. To reduce the size of a CNN model, not only the size 
of the convolution kernels but also the number of input and 
output channels should be reduced. 

• Dataset with appropriate number of images and category 
balance

The number and diversity of the image samples have a 
direct impact on the performance of a CNN model. Thus, to 
develop a CNN for the classification of ferrograph images, it 
is necessary to construct a dataset containing sufficient num-
ber of ferrograph images and typical categories as well as 
to ensure that the numbers of different categories of images 
are balanced.

2.2  Architecture of the proposed CNN

Based on the above strategy, a new CNN was constructed 
to realize the direct detection of different wear conditions. 
Figure 3 shows its overall architecture. The CNN model con-
tains an input layer, four convolutional units (UnitConv1 to 

(1)S = K × K × I × O

Fig. 3  Overall architecture of the proposed CNN
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UnitConv4), two fully connected layers (Fc1, Fc2), and an 
output layer. Each convolutional unit consists of a convolu-
tion layer and a max-pooling layer, as shown in Fig. 4.

Table 1 lists the architecture parameters of the pro-
posed CNN. In Table 1, W, H, and C represent the width, 

height, and number of a feature map, respectively. The 
input of the CNN is a ferrograph image of size 200 × 200. 
UnitConv1 adopts the traditional convolution form, which 
includes one convolution layer and one pooling layer. In 
addition, each convolution layer is followed by a rectified 
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Fig. 4  Convolution and max-pooling operations

Table 1  Architecture 
parameters of the CNN model

Structure units Layer name Operation Kernel/stride/zero-
padding

Output (W × H × C)

Input Data Data – 200 × 200 × 3
UnitConv1 Conv1 Convolution 11 × 11/4/0 48 × 48 × 64

Pool1 Max-pooling 3 × 3/2/0 24 × 24 × 64
UnitConv2 Conv2 Convolution 5 × 5/1/4 24 × 24 × 128

Pool2 Max-pooling 3 × 3/2/0 12 × 12 × 128
UnitConv3 Conv3 Convolution 3 × 3/1/0 12 × 12 × 256
UnitConv4 Conv4 Convolution 3 × 3/1/2 12 × 12 × 128

Pool4 Max-pooling 3 × 3/2/0 6 × 6 × 128
UnitFc Fc1 InnerProduct – 2048

Fc2 InnerProduct – 256
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linear unit (ReLU) layer [21] to enhance the nonlinear 
fitting ability of the CNN model.

As summarized in Table  1, except for UnitConv3, 
which has no pooling operation, the other three units have 
the same structure but with different sizes of the kernels, 
strides, and zero-padding operations. From UnitConv1 
to UnitConv4, the sizes of convolution kernels decrease 
gradually, in the order: 11 × 11, 5 × 5, 3 × 3, and 3 × 3. 
Zero-padding operations are needed for convolution ker-
nels whose sizes are 5 × 5 or 3 × 3. For UnitConv2, before 
the convolution operation, the size of the feature map is 
24 × 24 and it is enlarged to 28 × 28 by the zero-padding 
operation. For UnitConv4, the size of the feature map is 
12 × 12, which is enlarged to 14 × 14. Thus, the size of 
the feature map does not change after convolution. The 
pooling layer adopts the max-pooling operation, and the 
size of pooling kernel is 3 × 3, and its stride is 2. After the 
pooling operation, the size of the feature map is reduced 
by half to achieve dimension reduction.

The proposed CNN has four convolutional layers. The 
first layer has 64 convolution kernels, which implies that 
this layer has 64 output feature maps. The second, third, 
and fourth convolution layers have 128, 256, and 128 ker-
nels, respectively. Because the convolution kernels used 
in the CNN are small, the CNN parameters are effectively 
reduced.

After the last pooling of UnitConv4, all the param-
eters are input to the first fully connected layer, which 
has 2048 neurons and then to the second fully connected 
layer, which has 256 neurons. Finally, using the Softmax 
activation function, the probability of the image category 
is obtained. The maximum probability represents the cat-
egory of the ferrograph image. In addition, the fifth and 
sixth fully connected layers use Dropout [25] with a prob-
ability of 0.5 in the training process.

By using the above architecture construction and 
parameter setting, a miniaturized CNN model for ferro-
graph image classification was developed.

3  Experiments

Under a stable wear condition, wear debris is small and 
they deposit on the ferrogram in the form of chains. With 
an increase in the wear rate, the densities of the wear par-
ticles or chains as well as the particle size increase. When 
severe wear occurs owing to the different wear modes, block 
particles, including fatigue and severe sliding particles, cut-
ting particles, spherical wear particles, and other types may 
appear in the image. Different types of wear particles may be 
observed simultaneously in an image, such as wear particle 
chains and fatigue block particles, or chain and cutting wear 
particles, which indicate the possibility of abnormal wear.

Therefore, in our experiments, the ferrograph images are 
divided into seven categories based on the wear conditions, 
as listed in Table 2.

All the images in our experiments were captured from 
mining and petrochemical equipment. The ferrograph image 
dataset included a training set, validation set, and test set. 
The training set is used to optimize the parameter of CNN 
model, and the validation set allows us to evaluate the model 
so as to select the best architecture. The test set is used for 
the final evaluation at the end of the model development, 
to see how the model performs on unseen data, that is, to 
illustrate the generalization ability of the CNN model. The 
number of image samples in the three sets was 28,000, 7000, 
and 3500, respectively. The images of each category in the 
same dataset were identical.

3.1  Experimental results and analysis

All the experiments were run on a caffe platform and a 
NVIDIA GTX 1070 8G GPU. During the training process, 
some hyper-parameters were needed to be set, including 
batch size, momentum, and learning rate, etc. The main 
role of batch size is to determine the gradient direction. The 
momentum can effectively modify the descent direction 
and step of the gradient. The learning rate determines how 
“quickly” the gradient updates follow the gradient direction. 

Table 2  Different categories of original ferrograph images

Image sample

Category S-chains
(a few fine parti-

cles appear as 
chains)

M-chains
(a medium 

number of par-
ticles appear 
as chains)

L-chains
(numerous 

particles 
deposited as 
chains)

Multi-type
wear particles

Block
wear particles

Cutting
wear particles

Spherical
wear particles

Wear condition Light wear Normal wear Abnormal wear Severe wear Severe wear Abnormal wear Abnormal wear
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In this study, the random gradient descent algorithm with 
a batch size of 128 and momentum of 0.9 was used. The 
learning rate was set as 0.001, and the learning rate decay 
was set as 0.1.

Two experiments were implemented to verify the effi-
ciency of the proposed CNN.

3.1.1  Classification efficiency of the CNN

The architecture and parameters of a CNN model have a 
major influence on its classification efficiency. The num-
ber of layers and channels not only affect the classification 
results but also the size of the model. Therefore, we com-
pared the classification efficiencies of models with different 
architectures on the validation set. Classification efficiency 
refers to the time consumed for image classification, i.e. the 
average time required for the forward calculation of an image 
on the caffe platform. The size of a model is the number of 
parameters of the CNN model trained on the caffe platform, 
and the smaller the model, the smaller the memory space 
required. The results are listed in Table 3. 

It can be seen from Table 3 that the CNN models have 
different numbers of convolution layers or kernels. The high-
est accuracy is associated with the second model, which has 
five layers. With the simplification of the structure, the pro-
cessing time per image is gradually reduced and the size of 
the model is also gradually decreased. The accuracy of the 
fifth model is 98.85%, with a processing time per image of 
6.47 ms. However, if the number of network layers is further 
reduced, such as in the sixth model, which has only three 
layers, the classification accuracy rate decreases to 97.93%. 
Therefore, by weighing the classification accuracy and effi-
ciency, the fifth model has the best architecture, which is the 
architecture of the proposed CNN.

Figure 5 shows the accuracy and loss curve of the CNN 
on the validation set. After 3000 iterations of training and 
learning, the classification accuracy rate is 98.85%.

To verify the validity of the CNN model, it was compared 
with contemporary models including AlexNet and VGG16.

Table 4 summarizes the classification efficiencies and 
model sizes of the three CNNs on the validation set.

It can be deduced from Table 4 that the proposed CNN 
has a slightly higher rate of classification accuracy than the 
other two models. Moreover, its efficiency is 6.47 ms per 
image, which is improved by 24% and 60%, respectively, in 
comparison with the other two CNNs. Additionally, the size 
of the proposed CNN is only 40.1 MB, much smaller than 
the other two models.

3.1.2  Classification accuracy

The accuracy of the CNN was assessed on a test set. Some 
ferrograph images of different types were selected randomly 
from the test set and are shown in Fig. 6. These include the 
chains from a small number of particles to a large number of 
particles, multi-type (chain + block, blocks, sphere + block, 
chain + block + cutting) particles, block, cutting and spheri-
cal wear particles, respectively.

Each column in Table 5 corresponds to the classifi-
cation results for each image. The value represents the 
probability of the image belonging to the correspond-
ing category. The maximum value is considered as the 
most probable category of the image. The probability that 
Fig. 6a has a small number of chain particles is 97.5%, and 
the probability that Fig. 6j has a sphere particle is 100%, 
much higher than the probabilities for the other categories. 

Table 3  Comparison of the CNN models having different architec-
tures

No Architectures Accuracy (%) Efficiency 
(ms/image)

Size of 
model 
(MB)

1 96-128-256-384-384-
256

98.68 7.38 83.7

2 96-256-384-384-256 98.93 7.23 82.9
3 64-128-256-256-128 98.71 6.73 41.3
4 96-128-256-128 98.73 6.53 40.4
5 64-128-256-128 98.85 6.47 40.1
6 64-128-128 97.93 6.37 39

Fig. 5  Training curve on the validation set

Table 4  CNN performances on the validation set

Model Accuracy (%) Efficiency (ms/
image)

Size of 
model 
(MB)

AlexNet 98.51 8.56 217
VGG16 98.29 16.17 512
CNN 98.85 6.47 40.1
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For the ten images in Fig. 6, the classification results are 
consistent with the actual type.

Table 6 lists for all the 3500 images in the test set, the 
classification accuracies using the proposed CNN, and the 
traditional classification method of support vector machine 
(SVM).

Although the classification results of the CNN on the 
test set are lower than those obtained on the validation set, 

the average accuracy rate is still higher than 90%. Among 
them, the classification accuracy of the image with numer-
ous chain particles is the highest, which is 99.6%. This 
may be because the visual saliency of the chain particles 
is the most significant. The classification accuracy of block 
particles is 91%, which is the lowest. This is because of the 
irregularity of block particles and their large proportion 
in multi-type images, so that they can be easily misclassi-
fied as spherical or multi-type images. In general, the test 
results show that the CNN model has the characteristics of 
simple processing and high classification accuracy.

In addition, we compared the proposed CNN with 
the traditional classification method of SVM. The fea-
ture extraction operator, histogram of oriented gradients 
(HOG), and speeded up robust features (SURF) were 
combined to extract the features of the wear particles, and 
then, an SVM was used to realize the classification of the 
ferrograph images. As summarized in Table 6, the aver-
age classification accuracy of the SVM is 71.6%, which 
is lower than that of the CNN proposed in this study. It is 
noted that the HOG and SURF operators are directly used 

(a) S-Chain (b) M- L- - -type

(f) Multi-type (g) Multi-type (h)

Chain (c) Chain (d) Multi type (e) Multi

Block (i) Cutting (j) Sphere

Fig. 6  Examples in each category

Table 5  Classification results of 
the wear particle images

Classification 
(probability %)

Fig. 6a Fig. 6b Fig. 6c Fig. 6d Fig. 6e Fig. 6f Fig. 6g Fig. 6h Fig. 6i Fig. 6j

S-Chain 97.5 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
M-Chain 2.35 99.96 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L-Chain 0.00 0.00 99.92 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Multi-type 0.01 0.00 0.00 99.81 99.91 100 100 0.00 0.00 0.00
Block 0.01 0.00 0.00 0.19 0.00 0.00 0.00 100 0.00 0.00
Cutting 0.06 0.00 0.00 0.00 0.09 0.00 0.00 0.00 100 0.00
Sphere 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100

Table 6  Classification accuracy of the CNNs

Type CNN HOG + SURF + SVM

Few chains 99.4 76
Medium number of chains 96.8
Numerous of chains 99.6
Multi-type 92.4 66
Block 91.0 72
Cutting 95.4 64
Sphere 97.6 80
Average 96.0 71.6
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on the original image, without the segmentation process 
of the wear particles.

3.2  Visualization of the output of each layer 
of the CNN model

To further illustrate the validity of the CNN, the output 
feature maps of each convolution layer were visualized and 
analysed. Additionally, the t-distributed stochastic neighbour 
embedding (T-SNE) [26] algorithm was used to analyse the 
output of the last fully connected layer.

3.2.1  Visualization of the feature maps of each 
convolutional layer

In view of the black-box nature of the CNN in feature extrac-
tion, the output feature maps of each layer were visualized to 
exhibit the results of the convolutional operation.

Figure 7a shows an original image of a fatigue particle, 
and Fig. 7b–e presents the feature maps extracted from all 
the four convolutional layers. The first convolutional layer 
outputs 64 feature maps, each of size 48 × 48, which are 
displayed in grey form in Fig. 7b. According to the CNN 
architecture, 128, 256, and 128 feature maps are output from 
the second, third, and fourth layers, respectively, and the cor-
responding sizes of each feature map are 24 × 24, 12 × 12, 
and 12 × 12.

Figure 7 shows that the features extracted from each layer 
are different. The first layer yields images of the wear parti-
cles with different brightness and their fine edges. Therefore, 
this layer has the functions of removing the background, 
extracting the particle shape, and locating the wear particles. 
The second layer mainly extracts some of the rough edges 

of the wear particles. In addition to extracting the features 
of the former layer, it can also be regarded to be concerned 
with the local features of the wear particles. The third layer 
has numerous convolution kernels, and the highlighted parts 
of numerous feature maps cover almost all the wear parti-
cles. It can be understood that this layer not only continues 
to extract the features of the previous layer but also mainly 
realizes the extraction of the wear particle textures. The last 
layer includes a few convolution kernels. The main function 
of this layer is to represent the wear particles with few dis-
tinguished parameters at a high-dimensional level.

Figure 8 shows the feature maps of four block particles. 
Figure 8a presents their original images. Figure 8b–e shows 
the feature maps after a convolution operation performed by 
the same convolution kernel in each convolution layer. It can 
be found that in a specific convolution layer, the response 
of the same convolution kernel to the same type of wear 
particle is consistent.

Therefore, the different convolution layers realize the 
extraction of the wear particle features in a stepwise man-
ner. Simultaneously, the contributions of the different con-
volution kernels in each layer to the feature extraction are 
different, and finally, the features that can be used to classify 
wear particles are extracted.

3.2.2  Visualization of the features output from the last fully 
connected layer

To further illustrate the efficiency of the proposed CNN 
model, the T-SNE algorithm was used to visualize the 
output of the final fully connected layers of AlexNet, 
VGG16, and the proposed CNN model, as shown in Fig. 9. 
In each of the seven categories of the ferrograph images, 

Fig. 7  Feature maps of the 
convolutional layers

(a) Original image

(b) conv1 (c) conv2 (d) conv3 (e) conv4
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40 samples were selected randomly. In Fig. 9, a small dot 
represents an image sample, and the samples of the same 
category are clustered together, and the different type ones 
are scattered from each other.

In Fig. 9a, b, all the types of samples display a clus-
tering trend; similar samples are clustered but relatively 
loosely, i.e. the distances between the clusters are not suf-
ficiently long by AlexNet. Figure 9c is the visualization 
result of the CNN. It can be seen that compared with the 
other models, the CNN has a stronger recognition ability 
for the samples belonging to the same category. Simul-
taneously, the distances between different clusters are 
relatively larger, which suggests that the model has better 
discrimination ability when the categories are different.

Therefore, the proposed CNN model can automatically 
extract features layer by layer, yielding accurate end-to-end 
classification of the ferrograph images.

4  Conclusion

Developing algorithms that take advantages of human visual 
inspection is still a challenging task. In this study, a frame-
work from overall determination to a detailed recognition 
is proposed to realize intelligent ferrography analysis. Fur-
thermore, a CNN model is constructed for the classifica-
tion of seven types of ferrograph images, and thus, the wear 
conditions can be directly detected based on the category 

Fig. 8  Feature maps of the same 
convolutional kernels for the 
same types of wear particles

(a) Original image

(b) Conv 1 (c) Conv 2

(d) Conv 3 (e) Conv 4

(a) AlexNet (b) VGG16 (c) Proposed CNN

Fig. 9  Visualization of the feature vector in the fully connected layer by t-SNE
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of a ferrograph image. The experimental results show that 
the average accuracy of the proposed CNN on the test set 
is approximately 90%, higher than the value obtained in 
conventional ferrograph image classification methods. The 
CNN model can process each image at a speed of 6.47 ms, 
so that it can be used for online or offline ferrography image 
detection.
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